SOLUTION to February 2021 exam
Financial Econometrics A

Question A:
Consider the ARCH model given by

Yy = 0y (5,7)1/2 Ty, Ty = Oy (04) 2t

Uf (o) =1—a+ oz:z:f_l,

2
(8,7 = B+ (1), d(D) = T,

with z; iid N (0, 1) distributed, zg fixed and ¢t = 1,2, ....;T. Also 0 < a < 1,
£ >0and vy > 0.
As to the role of 0, (3,7), observe that d (¢) € (0,1) and hence 6; (5,7) €

(3,84 ).

Question A.1: Show that (using as usual the notation that ¢; and o7 denote
¢ (B,7) and o? (o) respectively evaluated at the true values ayp, 8y and ~),

E (yelri—1) = 0 and V (y| 1) = 5t0t2
Show furthermore that
V(ye) = Bo+ v0d (t),

and state a sufficient condition on «y for this to hold.
Discuss the role of §; (f,7). In particular discuss what happens if 79 = 0
and 7y > 0 respectively.

Solution Question A.1: By definition

E (y|we_q) = 6Y2(t) 0y B (2) = 0
V (lei) = 6 (1) 02E () = 6 (1)

and as V (z;) = =20 = 1 if ap < 1, it follows that

Vi(ye) =06@)V (x:) = Bo +od (1).

When 7y = 0, this is a simple ARCH(1) model reparametrized such that
V (y) = o, while if 79 > 0 the variance is time varying and increasing
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for the sample. This may be of interest when modeling volatility with an
underlying deterministic and bounded trend.

Question A.2: Fix all parameters at their true values, except v and a.
Show that the first order derivatives of the log-likelihood function is given

1 d(t)
St = 0L (,7) [0V pmagymne = —3 Zs?, s = (1—27).
t=1 t
T
@ 1 «a @ yt2—1/5t 2
Sr = 0L () /aa‘a:%”:% T2 Z St St T o + Y71 /0 <1 N Zt) '

Argue that E (s]) = E (s) = 0.
Solution Question A.2:
The derivative follows by the likelihood function is given by

T

1 2
L(v) = -3 Z <logat2 +log ; (B0, 7) + W) ,

t=1

and using y; = 5151 / 2002 repeatedly.

Question A.3: Show that for o € (0, 1),

a 2 R 2
T2y s BN(0,6r) k=E(1-22)"=3and :E< Yoo/ O )
t=1 t (0:8) ( 2 ¢ 1 — g+ agyi /0

Explain why ¢ < oo.

Solution Question A.3:
: C e yi1/% 2y _ vy 2
By Questlon A.2: S = Wm (1 — Zt) = m (1 — Zt) and
hence routine arguments (provide arguments) give the desired as z; is weakly

mixing and le < 1/ap. This implies the desired for &.

1—ap+apz;_;
Question A.4: It can be shown that for 0 < ag < 1 and vy > 0,

T
TN " (6= 00,5 — )

t=1



is asymptotically Gaussian. What would you expect the limiting distribution
of the likelihood ratio statistic for H : (7 = vy, a = qp) is?

Solution Question A.4:
X2 type if ag,y0 > 0. Otherwise, if (be precise) ap = 0 and/or vy = 0
would expect 1x3, or 1x? - or similar.



Question B:
Consider the model for y; € R given by
Yr = L(s,=1)28,1 + L(s=2) 21,2,
where - '
Lo ={ 5 jfa gy i=12
and, for i = 1,2, (2;;) is an i.i.d. process with

K3

Zti = by, 1= 1,2,

ie. 2z, is Student’s t-distributed with v; > 2 degrees of freedom. The
processes (z;1) and (z;2) are independent. Moreover, (s;) is a two-state
Markov chain with transition probabilities

P(‘gt:j‘st*l:i):pi_je[071]7 27]:172

Assume throughout that (s;) is independent of the processes (2 1) and (z:2).
Lastly, recall that if X is Student’s ¢-distributed with v > 0 degrees of
freedom, then the density of X is

(etd 2\ " =2
- L (1, 2)
where I'(+) is the gamma function.

Question B.1: Give a brief interpretation of the model.
Argue that (v, s;) is a Markov chain.
Argue that the conditional density of (y;, s;) satisfies

F (s sy, s1-1) = [yl si) f (silser)-

Solution: Interpretation: Markov-switching model where y; "switches"
between two t-distributions, e.g. the variance and tail-heaviness of y; is



state-dependent.

Moreover,
(W se)Ye-15 861, Ye—2, St—2, - -) = f(YelSt, Y1, St—1, Ye—2, St—2, - - -)
X f(Se|Ye-1,8t-1,Yi—2,5t-2,- - )
= f(yelse) x f(se]s0-1)
= [ ((yt: 5¢)[5¢-1)
= f((Ye> 5¢) 511, Ye—1),

where the second equality follows by the model structure (i.e. that the
processes (z;;) are i.i.d. and independent of (s;), and that (s;) is a Markov
chain), and the last equality follows by the fact that (y,s;) and y,_; are
independent conditional on s;_.

Question B.2: Suppose that the Markov chain (s;) is irreducible and ape-
riodic. Show that
Ely] =0

Ely?] = 1 — p2o ( Uy >+ I —pn ( Uy )
! 2 —p11 —pa2 \V1 — 2 2 —p11 —pa2 \V2 — 2

Solution: It holds that

and

and
(%

Elf] = 3 Plon = DE[E] = 3 Plav = i)

i=1 =1

and using that (s;) is irreducible and aperiodic, we have that

1 — p2

Pls;=1) = ————
(St ) 2 —pi1 — P22

=1—P(s; =2).

Question B.3: Suppose that we want to estimate the model parameters
0 = (v1,v9). Based on a sample (yo, 41, -.,yr) the log-likelihood function
(conditional on 1) is given by

T
LT(Q) = Zlog f(yt|yt—1a s 790)'
t=1
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Show that
2

F@elyear, - y0) = > Felse = )P (sy = ilyr,- -, y0),

=1

with

v;+1

T vi+1 2\ T2
Fllse =) = F(_()—zw)r—v (1 * %)

Explain briefly how you would compute P(s; = i|y;—1,...,Yo)-

Solution: The expression for f(y:|y;—1,...,yo) follows by straightforward
derivations. The density f(y:|s; = i) follows by noting that y; is Student’s
t distributed with v; degrees of freedom conditional on {s; = i}. The pre-
dicted probability P(s; = i|y;—1,...,Yo) may be computed using a filtering
algorithm. Some details should be provide, e.g. a brief outline of the algo-
rithm.

Question B.4: Let 7, > 0 denote some constant risk threshold, and define
the (conditional) probability of a loss exceeding 75 at time T+ 1,

o141 (Tuisk) = P(—yr+1 > Tuisk Y1, Yr—1, - - -+ Yo)-

Let 7; : R — [0, 1] denote the cdf of a Student’s ¢-distribution with v; degrees
of freedom, 7 = 1, 2.
Show that
2
ore1(Tisk) = Y To(—Teia) P(sr41 = ilyr, yr—1, .-, o).
i=1

Discuss briefly how you would estimate ¢, 1 (75 ) based on a sample (yo, . . ., yr).
Solution: We have that

P(_yTJrl Z Trisk‘yTa Yr—-1,- - - ,?Jo)
2

= Z P(—yri1 > misk|Sr+1 = 1) P(sry1 = i|lyr, yr-1, - - -, Y0)
i=1

2414 < _Trisk|5T+1 = i)P(STH = Z'|?JT7?/T—17 e ;yo)

(—Teisk) P(S741 = 4|y, yr—1,- - -, Yo)-

:ZP(
=Z7;(



The predicted probabilities P(s74+1 = i|yr, yr-1,--.,Y0) may be computed
using the filtering algorithm mentioned in the previous question. The prob-
abilies 7;(—7sx) may be computed using the estimates of the degrees of
freedom wv;.



